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Agenda for Today
• Brief introductions
• Introduction to OS in Datacenters
• Course logistics
• Questions to ask when reading a paper
• CloudLab overview



Introductions

A bit about me:
• Amy Ousterhout

• Please call me Amy!
• Assistant Professor in CSE
• Research focus: resource 

efficiency in datacenters

A bit about you!
• Your name
• Undergrad/Masters/PhD
• Why are you interested in 

operating systems and 
datacenters?

“oh”-“stir”-“howt”



Operating Systems in Datacenters



What is an Operating System?

• System software that:
• Manages computer hardware and software
• Provides services to computer programs

• Acts as the interface between hardware and applications

Operating 
System

Hardware

Applications



Example Operating System: Mac OS 8

• Released in 1997
• Key OS features:

• Processes and threads
• Storage (disks)
• Virtual memory
• File system
• Network stack

https://commons.wikimedia.org/wiki/File:PowerMac_9500_132_front.jpg
https://www.usatoday.com/story/money/2015/08/05/zoombinis-game-reboot/30615099/

Hardware:
Power 

Macintosh 
9500

CD drive

• 2 180 MHz CPUs
• 768 MB of memory
• 10 Mbit/s Ethernet

floppy disk drive

Applications:

Mac OS 8Operating 
System:

local games

main components of an 
undergrad OS course



What is a Datacenter?

• Dedicated space that contains:
• Computers
• Communication systems
• Storage systems



History of Datacenters
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https://www.gocertify.com/articles/who-invented-the-computer-tradic
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Photo: Google



Datacenters Today

• Over 8,000 datacenters globally
• Over 2,600 datacenters in the U.S.
• Huge energy consumers – almost 2% of global energy use

• Usually built near energy sources (hydroelectric, wind, solar)

Google’s Datacenter 
Locations

Amazon AWS Locations Photo: Google

Google datacenter



Datacenters from the Outside

Google datacenter in Oklahoma Meta datacenter in Texas

Microsoft datacenter in Wyominghttps://commons.wikimedia.org/wiki/File:Google_Mayes_County_P0004991a.jpg
https://www.datacenterknowledge.com/microsoft/microsoft-creates-blueprint-green-data-center-design
https://www.dallasnews.com/business/real-estate/2017/05/03/facebook-s-fort-worth-data-center-opening-this-week-is-getting-bigger/

Power infrastructure: 
windmills and power 

lines

Cooling systems



Inside a Datacenter

• Servers arranged into racks
• Each server has power and network cables

Photo: Google

1 rack

1 rack

cables

1 serverPhoto: Google



Datacenter Networks - Simplified

to the Internetto the Internet

switch



Datacenter Networks – In practice

https://engineering.fb.com/2014/11/14/production-engineering/introducing-data-center-fabric-the-next-generation-facebook-data-center-network/



Trend #1: Increasingly Complex Applications

• 1990s: static web pages served by a single server
• 2010: tens to hundreds of servers involved

• Web search, social networks, etc.
• 2020: hundreds to thousands of servers involved

1990s

strict latency 
requirements 

(microseconds)

today



Trend #2: Faster Networks

• Network bandwidth has increased 400x
• Network latencies have decreased too

• Network latency = transmission + propagation + switching
• Transmit 1500 bytes at 1 Gbit/s: 12 μs
• Transmit 1500 bytes at 400 Gbit/s: 30 ns
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Trend #3: End of Moore’s Law

• Increasing demand for compute
• Faster CPUs every few years!
• But, Moore’s Law is ending
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• Consequences:
• More cores per server (multicore)
• Move tasks to hardware with 

custom accelerators



Operating Systems Requirements in Datacenters

Hardware:
Power 

Macintosh 
9500

CD drive

• 2 180 MHz CPUs
• 768 MB of memory
• 10 Mbit/s Ethernet

floppy disk drive

Applications:

Mac OS 8
Operating 
System:

1990s I/O latency: 10s of ms

1-2 CPU cores
Low I/O 

bandwidth

https://commons.wikimedia.org/wiki/File:RX580_Nitro.jpg
https://upload.wikimedia.org/wikipedia/commons/b/be/Tensor_Processing_Unit_3.0.jpg
https://www.fierceelectronics.com/electronics/nvidia-claims-dpu-performance-record

datacenter 
today

I/O: hundreds of 
Gbits/s, μs latency

Multicore 
CPUs

GPUs, TPUs, 
SmartNICs

Applications 
demand <= μs-
scale overheads 

Applications 
tolerate ms-scale 
overheads 

This course!



Challenges Imposed on OS by Datacenters

• New hardware
• Multicore
• Fast networks
• Heterogeneity (GPUs, TPUs, SmartNICs)

• New applications
• Large and complex
• Expect extremely low latency

• This course: how should Operating Systems adapt?



Course Logistics



Overview

• Graduate-level research-focused course
• The goals of the course are:

• To learn about recent OS techniques to address datacenter 
challenges

• To practice reading and discussing research papers
• To conduct a research project



Readings

• We will read 1-2 papers per class
• Everyone should read the papers ahead of time

• Come prepared to discuss!
• Class format

• Brief overview of each topic
• Paper discussions



Reviews

• Submit a short review about each paper
• Due by 11:59 pm the evening before
• Google form for submitting reviews will be posted on Canvas
• Share your opinions of the paper, such as:

• Strengths or weaknesses of the key contribution
• An idea for how to extend the paper
• What kind of impact you think this paper might have

• For example:
• “I thought the technique in section 3.4 was a surprisingly simple yet effective 

solution!”
• “I’m not sure if this approach can handle a situation in which…”
• “I think this paper could have a big impact on industry because…”

• Do not include a summary of the paper



Leading a Discussion

• Each student will lead 1 paper discussion
• Either individually or in pairs

• Preparation:
• Read the paper as usual
• Outline your discussion
• Share with instructor at least 48 hours before discussion

• No need for slides



Research Project

• Open-ended research project
• Can work alone or in groups of 2-3 students
• You choose the topic

• Broadly related to OS in datacenters
• Implementation, experimental, algorithmic, theoretical

• How to pick a topic?
• Propose your own idea
• I will suggest some ideas for how to find a topic
• Continue an existing research project

• Computing platform
• I recommend CloudLab



Research Project Components

• ~1-page proposal, due 10/20
• I will meet with you throughout the quarter to check-in
• Project presentations, in-class 12/5 and 12/7
• ~6-page project write-up, due 12/14



Warm-Up Assignment

• Goals:
• Show you how to use CloudLab
• Give you some experience with RDMA and DPDK



Grading

• There are no exams
• 15% paper reviews
• 15% class participation
• 10% discussion lead
• 10% warm-up assignment
• 50% research project



Course website
https://amyousterhout.com/cse291-fall23



Academic Integrity

• You are welcome to discuss this class with others
• You should write all text for this class yourself

• Paper reviews
• Warm-up assignment
• Project proposal
• Project write-up

• No assistance from other humans or forms of AI when writing text
• But, you may use AI to help you write code for your research 

project
• You must acknowledge this in your write-up



Questions to Ask When Reading a Paper



High-Level Questions

• What is the problem?
• Why is it important?

• What is the solution?
• What is new about the solution?

• Which parts did you not understand?



More Detailed Questions

• Solution
• What is their approach?
• What are the key components and how important is each one?
• Did the paper solve the problem?
• Are there limitations? How fundamental are they?

• Evaluation
• How did they evaluate their work?
• Are the experiments realistic (testbed, workloads, etc.)?
• Do they demonstrate that the solution works?

• Impact
• Do you think this work will be impactful? Why?
• What kind of impact do you think it will have?



More Detailed Questions

• Authors
• Who are they and why did they write this paper now?

• Extensions
• Useful for you to think about as a researcher!
• What weaknesses does the paper have/how could it be 

improved?
• Could you apply these ideas to other problems or in other 

domains?



CloudLab Overview



Platforms for Experimentation

• Private compute resources
• Public clouds

• PlanetLab (2002-2020)
• Emulab
• Geni
• Mass Open Cloud (since 2013)

• Enables experimentation with real users
• CloudLab (since 2014)

focus on networks and 
distributed systems

impacted



CloudLab Goals

• Customization
• Modify storage, virtualization, networking

• Repeatable research
• Bare metal
• Uniform performance



What is CloudLab?

A testbed for research on cloud computing

> 900 
servers

> 500 
servers

> 300 
servers

https://www.usenix.org/sites/default/files/conference/protected-files/atc19_slides_duplyakin.pdf



Hardware in CloudLab

• Standard CPUs, memory, storage, NICs
• Specialized hardware: Intel Optane, GPUs, 100 Gbit/s NICs, 

SmartNICs
• Details at: https://docs.cloudlab.us/hardware.html

Warm-up assignment:

Other options:



Who pays for CloudLab?

• National Science Foundation
• Free to use for research and educational purposes



How to Use CloudLab

• Create a ”Project Profile” which specifies:
• The configuration of 1 or more servers
• Network connectivity between them
• Software to run on servers

• Instantiate your Project Profile to create an experiment
• Start immediately or make a reservation
• Stop your experiment when you’re done
• It will terminate after 16 hours



Why use CloudLab?

• Cost – cheaper than buying and maintaining your own resources 
or using public clouds

• Flexibility – can try out different computing resources for short 
periods of time

• Customization – tune the hardware
• Reproduceable research

runs on 
CloudLab



What kind of research is CloudLab not ideal for?

• Large scale – requiring hundreds or thousands of nodes
• Locations

• More than a few locations
• Specific locations

• Real cloud users



To Learn More About CloudLab (optional)



For Tuesday
Multikernel
• Read the paper
• Submit a review by 11:59 pm on Monday


